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MACHINE LEARNING - IN THIS COURSE

Goal: Minimize some loss over a function class using available data to learn a predictor

Questions we did not ask?


• Should we be solving the problem using ML in the first place?
• Is the objective we train with the one we actually desire?
• Are the models leaking information about the data it is using?
• What impact does our model have on the world?
• What happens when humans interact with our models?

These are very important questions!
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“…the algorithm appeared more likely to interpret 
images with rulers as malignant” – Narla et al. 2018

“With only black and white stickers… we can cause 
100% misclassification” – Eykholt et al. 2018
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Gamestop and WallStreetBets drove A.I.-powered 
hedge funds to their worst month on record – Fortune
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http://gendershades.org/
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Decisions ML algorithms are making today:


• Policing/judicial decisions
• Loan decision
• Job resume filtering
• Personalized recommendations

BIAS - A CHALLENGE

ML models are often biased against minorities!
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COMPAS: CORRECTIONAL OFFENDER MANAGEMENT 
PROFILING FOR ALTERNATIVE SANCTIONS

Used in prisons across country: AZ, CO, DL, KY, LA, OK, VA, WA, WI

Recidivism = likelihood of criminal to reoffend

https://github.com/propublica/compas-analysis/blob/master/Compas%20Analysis.ipynb
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• Data:
• Historical bias
• Representation bias
• Measurement bias

BIAS - WHERE DOES IT COME FROM?

Amount of data available for minority groups is limited

Existing bias in the world that shows up in the data

Features are often noisy proxies of actual quantities of interest

Datasheets for Datasets https://arxiv.org/pdf/1803.09010.pdf

• Model:
• Evaluation:

Some models prefer certain patterns that induce biases

Certain evaluation metrics may lead to biased models

https://arxiv.org/pdf/1803.09010.pdf
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Machine learning models when deployed in practice exacerbate bias from 

their predictions

• Positive Feedback loop:
• College rankings: Ranking was self-enforcing

• Negative Feedback loop:
• PredPol: Policing creates more reporting which reinforces more policing

BIAS - WHERE DOES IT COME FROM?
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FAIRNESS - WHAT IS FAIR?

Example: Baking team selection using dough kneading speed


•  is the input features of a baker, e.g. dough needing speed

•  indicates the group that the baker belongs to, e.g. group  or 

•  is the true label, e.g.  if baker will win the competition, and  if the baker will fail

•  is the prediction of our model 

x

a ♦ ♣

y +1 −1

̂y = f(x) f
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DEFINITION 1 - UNAWARENESS

To avoid unfair decisions, do not allow model 
to see the protected attribute (suit of baker)

Challenge: Other features may be correlated with the suit of the baker 

In general, protected attributes can often be inferred by other features 

Race (Civil Rights Act of 1964); Color (Civil Rights Act of 1964); Sex (Equal Pay Act of 1963; Civil 
Rights Act of 1964); Religion (Civil Rights Act of 1964); National origin (Civil Rights Act of 1964); 

Citizenship (Immigration Reform and Control Act); Age (Age Discrimination in Employment Act of 
1967); Pregnancy (Pregnancy Discrimination Act); Familial status (Civil Rights Act of 1968); Disability 
status (Rehabilitation Act of 1973; Americans with Disabilities Act of 1990); Veteran status (Vietnam 

Era Veterans' Readjustment Assistance Act of 1974; Uniformed Services Employment and 
Reemployment Rights Act); Genetic information (Genetic Information Nondiscrimination Act)
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DEFINITION 2- DEMOGRAPHIC PARITY

Team accept decisions should be equivalent 
across the two suits of bakers 

Pr[ ̂y = 1 |a = ♦] = Pr[ ̂y = 1 |a = ♣]

Challenge: Might be too strong to treat every group exactly equal. 
Not strong enough, does not care about errors

♦

♦

♦

♦ ♣

♣ ♣

♣

This is satisfied by selecting the best 20% from suit  

and a random 20% from suit 

♦

♣
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DEFINITION 3- EQUAL OPPORTUNITY

Bakers from each suit have equal chance of 
being selected given their individual abilities

Pr[ ̂y = 1 |a = ♦, y = 1] = Pr[ ̂y = 1 |a = ♣, y = 1]

Challenge: Does not account for different access to resources

♦

♦

♦ ♣ ♣

♣

What if  bakers had access to limited amount of flour to practice kneading?♦

♣ ♣
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DEFINITION 4- PREDICTIVE PARITY

Our choice of selecting a baker on the team 
should reflect their true abilities to win/lose

Challenge: Similar issues as equal odds

♦

♦

♦ ♣ ♣

♣

Pr[y = 1 |a = ♦, ̂y = 1] = Pr[y = 1 |a = ♣, ̂y = 1]
♦
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DEFINITIONS - MANY
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FAIRNESS - INCOMPATIBILITY

Turns out that definition 2-4 are incompatible, all three cannot be satisfied 
together!
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FAIRNESS - AT ODDS WITH ACCURACY

Is fairness at odds with accuracy?

♦ ♣ ♦ ♣
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FAIRNESS - ALGORITHMS

• Remove dependence on sensitive attributes from the data
• Add fairness goal as a constraint in the optimization problem
• Post-process predictions to uncorrelated with sensitive attributes

Goodhart’s law: 
“When a measure becomes a target, it ceases to be a good measure” – Marilyn Strathern

Have to be super careful about why, what, and how we are doing things!
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ROBUSTNESS - TO WHAT? 

• Natural shifts in the data:
• Changes over time (temporal robustness)
• Shifts across subpopulations (group robustness)
• Differences between geographical or cultural regions (domain shift)

• Adversarial changes: 

• Input perturbations at test time (adversarial robustness)
• Malicious data inserted at train time (data poisoning or backdoors)
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DISTRIBUTION SHIFT - POP / SODA / COKE
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DISTRIBUTION SHIFT - CONTENT MODERATION

Goal: Predict whether online comments are toxic


• Good test accuracy (92%) but…

• Poor performance on subpopulations
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ROBUSTNESS - DISTRIBUTION SHIFT

Can factorize a distribution  and characterize changes in 

the distribution as one of the following: 
 
• Covariate shift: change in 

• Label shift:  change in 

• Concept shift: change in 

p(x, y) = p(y |x)p(x) = p(x |y)p(y)

p(x)

p(y)

p(y |x)
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ROBUSTNESS - COVARIATE SHIFT

• Change in feature distribution 
• Example: predict cats from photographs
• Cats photographed inside vs. outside is a covariate shift

p(x)

Training data Testing data
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ROBUSTNESS - COVARIATE SHIFT

• Given: 

• Goal: test on 

Strain ∼ p(y |x)ptrain(x)

Stest ∼ p(y |x)ptest(x)
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ROBUSTNESS - LABEL SHIFT

• Change in label distribution 
• Example: predicting bird species from bird characteristics like size, weight, colors, etc. 
• Label distribution of birds shifts from NY to SF (i.e. western bluebirds vs. northern 

cardinals)

p(y)

Training data Testing data
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ROBUSTNESS - LABEL SHIFT

• Given: 

• Goal: test on 

Strain ∼ p(x |y)ptrain(y)

Stest ∼ p(x |y)ptest(y)
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ROBUSTNESS - CONCEPT SHIFT

• Change in distribution 
• Example: meaning of words in old English vs modern English

p(y |x)

Training data Testing data



32

ROBUSTNESS - CONCEPT SHIFT

• Given: 

• Goal: test on 

Strain ∼ ptrain(y |x)p(x)

Stest ∼ ptest(y |x)p(x)
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